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Abstract—In this paper a queueing system with a single customer searching server, retrials, finite
buffer, Poisson flow and general distribution of service time is considered. An arriving customer joins
a retrial orbit if he finds the buffer fully occupied. After finishing the service, the server searches
for the next customer to be served among the customers in the buffer. The inter-retrial times are
exponentially distributed with parameter . An orbiting customer can be served only if the buffer is free.
A computational algorithm for stationary distribution of the primary queue length and a formula for the
mean number of customers in the system are presented.

1. INTRODUCTION

In the last years interest in queueing systems with the server searching for customers is increasing. In
fact these systems are able to model computer systems in which the processor has to spend a random time
to find the next task to be processed. Despite the increasing interest, few results have been obtained for such
systems.

The notion of search (at a service completion epoch) for customers has been introduced by Neuts
and Ramalhoto in [1] in the context of classical M/G/1 queue. Recurrent formulas for stationary state
probabilities and some performance indices have been obtained for a single server queueing system with two
independent Poisson flows of customers and a general distribution function for service time in [2]], where
the searching for customers of different types is realized with non-preemptive priority. A retrial queueing
system with a customer-searching server, a Poisson flow of customers and finite buffer has been analyzed
in [3[], where a computational algorithm for stationary state probabilities is derived. The results of [3]] are
generalized to the case of K Poisson flows of customers in [4]. The search for retrial customers for a
M /G /1 queue with retrials has been studied in [5]. A M AP/M /c queue with retrials and server searching
for customers has been analyzed in [0]. The steady state analysis of the model has been performed using
direct truncation and matrix-geometric approximation and efficient algorithm for calculation of performances
indices has been presented. Matrix-geometric form for stationary state probabilities has been derived in [7]]
for the PH/PH/1/r queueing system with search.

In this paper we consider a M /G /1/r queueing system with retrials, server searching for customers in
the buffer and priority service of primary customers. A similar queueing system without search has been
investigated in [8]], where a computational algorithm for stationary distribution of primary queue length and
binomial moments of retrial queue length has been obtained. The present paper generalizes the results of [[§]]
for the case in which the server realizes a searching for primary customers.

2. SYSTEM DESCRIPTION

We deal with a single server queueing system with a buffer of capacity r (1 < r < oo) for primary
customers and retrials.
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Customers arrive from outside according to a Poisson flow with rate A. The customer service times are
independent and identically distributed random variables and they have a common arbitrary distribution
function B (x). We assume that B (x) is absolutely continuous, that B (0) = 0 and

o

b:/de(x)<oo.

0

An arriving customer is allocated at the end of the queue in the buffer if there are free places, otherwise he
joins the group of retrial customers which is called orbit. We suppose that the size of the orbit is infinite.

A customer waits in the buffer until the server searches for him. The duration of a search for customer
is exponentially distributed with parameter 6. The time intervals between retrial requests of each orbiting
customer are exponentially distributed with parameter .

If at the moment of repeated request the server is serving a customer, the orbiting customer will rejoin
the orbit, otherwise if the buffer is free and so the server is in the searching phase, the orbiting customer will
interrupt the search and will be served.

Using Kendall’s notation, we shall denote this queueing system as M/G/1/r queue with retrials and search.

3. SYSTEM OF EQUILIBRIUM EQUATIONS

The behaviour in time of the system under consideration can be represented by the Markov process
{£(t),t > 0} with the state space

X = {(z’,n), (t,n,z), n=0,x>0, i:O,r},

where the state (i, n) of the process & (¢) at the moment ¢ means that the server is free, there are 7 customers
in the primary queue and n customers in the orbit; £ (¢) = (4, n, x) corresponds to the situation in which the
queue includes 7 customers, the orbit contains n customers and the elapsed service time is equal to x.
Define
Pi(t) = PLE(E) = (i,n)},
Pin (2, t) = P{&(t) € {(i,n) x [0,2)}.

We suppose that there exist stationary probabilities

Pin = Jim pi, (2),
t—o00

and stationary probability density p;,(xz) = P;n(x) Let pin, = Pjn(0c0). Note that py, is the stationary
probability that ¢ customers are in the primary queue and n customers are in the orbit. Let us denote

Din ($) .
) = V7 = >
an(x) ]_—B(x)’ 1 07T7 n_07
Qin (0) :qi’fh i:07r7 nZO
It can be shown that the following system of equations holds:
d _ [
7 din () = =Agin () +u (i) Agi—1n (), i=0,7—1, n>0, (3.1
d
%an (x) - _)\QTn (x) + )\Q’r—l,n (1’) +u (n) )\QT,n—l (x) y n > 07 (32)
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o0

<A+m>pan+/q0n<x>d3<x>, n>0,
0

— A+l + A1 nt+ [ Gin(x)dB(x), i=1,r—1,n2>0,

[e.e]
_()\_‘_e)p:n—i_)\pi—l,n_‘_u Aprn 1+/an nZO,
0

qon (0) =y (n+ 1)p(§,n+1 + Qan, n >0,
Qin (0) = ep;‘—&—l,n’ 1= ]-7T - ]-a n > 07

Qrn (O) = O, n > 0,

where u () is a unit Heavyside function.

4. SYSTEM OF EQUATIONS FOR FACTORIAL MOMENTS AND ITS SOLUTION

15

(3.3)

(3.4)

(3.5)

(3.6)

(3.7)

(3.8)

In this section we shall get the system of equations for factorial moments and its solution. For this purpose

let us derive some basic relations that we shall use later.
Summing the equation (3.1)) over i = 0,7 — 1 and adding (3.2)), we obtain

d
P () = =Agrn () +u (n) Agrm—1 (), n >0,

where the central dot “ - ” will denote summing over all possible values of a discrete argument.
Summing (3.4) over 7 and adding (3.3)), (3.3)), we obtain
oo

O+ O+ / Gon (2) dB (2) — myply, — D + (1) Apl ey = 0.
0

Summing (3.7)) over 7 and adding (3.6), (3.8)) we have
Op% — O0pon = ¢.n (0) =y (n 4+ 1) Pg 1 p1-
Substituting (4.3)) into (4.2)) we deduce that

v

o0
Gon (0) = —npl + 7 (1 + 1) Pl ps + / don ( At u(m)ApE g, n
0

By multiplying (4.1) by 1 — B (), integrating it over x in [0, +00), and using (4.4)), we obtain

fy (n + ]‘)pan«kl - )‘prn + Ap:na n 2 O

Now let us define, for |z| < 1, generating functions of ¢;y, (), P}, Din:

o o
2)=> qin(2)2", P(z)=) phz", P mez i=0,r.
n=0 n=0
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Using the above functions, system of equations (3.1))—(3.8) takes the following form:

%Qi (x,2) = =AQi (x,2) +u (i) AQi—1 (x,2), i=0,r—1, (4.6)
Qe (0,2 = A= 2) @ (5,2) + 2@ (7, 2), @)
0=-\Fj(2) — ’yzdiPO /Qo x,z)dB (x), (4.8)

—(A4+0) P (2) + AP (2) + /Qi (x,2)dB(z), i=1,r—1, (4.9)

9 oo
0=\ <1 — it A) P (2) + AP, (2) +/Qr (z,2)dB (z), (4.10)
0
Qo (2) =7 5P (2) + 0P} (2), @11)
Qi(2) =0F 1 (2), i=1r—1, (4.12)
O, (2) = 0. (4.13)

It is clear that solving differential equations (4.6), (4.7) with boundary conditions (4.8))—(4.13) is fairly
difficult from an analytic point of view. It is simpler to search only for the factorial moments of the number
of customers in the orbit. In order to do it, let us define

zm = Z an ’ Nz*m = Z (n)mpfn’ sz = Z <n>mpina 1= 07T7 m > 07
where (n),, =n(n—1)...(n —m+1).
Differentiating m times the equations (4.6)—(4.13) over z and letting z = 1, we have
d -
d—Nim () = =ANim () + w (i) AN;j—1;m (), ©=0,7—1, (4.15)
x
d
%Nrm ($) = )\Nrfl,m (Cl?) + AmNT,mfl (.’L‘) ’ (4.16)
0=—(\+~ym)Ng,, — ’YN(T,mH + / Nom (z) dB (z), (4.17)
0
— (A +0) N + AN, + / Nim (z)dB (), i=1,r—1, (4.18)
= —0ON;, + ANy + AN +/ Ny (2)dB (z) (4.19)
Nom (0) = YNG 1 + 0N, (4.20)
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Nim (0) = ON}y i =1,7 =1,

Nym (0) = 0.
Note that we can rewrite (4.5)), using (4.20)—(4.22)), as
’YNO*,erl =A (NT‘m + N:m) .

This relation will be useful later.

Now we have to analyze the system (4.15))—(4.22)).

By multiplying equation (4.15) by 1 — B (x) and integrating it over x in [0, +-00), we obtain

_Nim (O) + /sz (l‘) dB (l‘) - —)\Nim +u (Z) )\Nifl,m, 7= 0, r—1.
0

Substituting (4.24)) for i = 0 into (4.17)) and (4.24) into (4.18]), we obtain respectively

Nom (O) = (>‘ + ’ym) N(Tm + ’VN()]k,m—Q—l + ANom,
Nim (0) = A+ 8) N2 — AN, + ANip — w (i) \Ni—1my i = 7 —T.

i—1m
From (4.25)), using (4.20)), we have

Ni (O) = A (Nim + Nz*m) + 'ymNS‘m, 1= 1, r—1.

Summing (4.26) over i = 1,7 — 1, using (4.25), (4.22) and (4.23)), we have

N.m(0)=A (N.ym + N*m) + rymNg,.,,

from which .
N = <N (0) = NGy m >0,
A p
where Ny, (0) = N., (0), Ny = N + N, and p = A

v
Now we shall find Ny, (0) and Nj;,,,, in order to obtain N,,.

First of all we can easily show that for fixed m the solution of equation (4.15) is

ey O2)" .
Nim (x) =€ Z o Ni—km (0), i=0,r—1.
k=0 ’

17

(4.21)

(4.22)

(4.23)

(4.24)

(4.25)

(4.26)

(4.27)

(4.28)

Substituting this solution into equations for boundary conditions (4.17)), (4.18]), we obtain respectively

0=- (A + ’ym) N(Tm - ’YN(T,erl + Nom (0) Bo,
i S —
0=—A+0)N;, + AN+ > BelNicgm (0), i=1,7r—1,
k=0

[e.e] A k
where g, = [ %e"\”;dB (), k=0,r—1.
0
From these relations, using (4.20)), (4.21]), and (4.23)), introducing the notations

Am = (Nv“m + N:m) )

NHOOPMAIIMOHHBIE ITPOIIECCBI  TOM 4 Nel 2004

(4.29)



18 D’Apice, De Simone, Manzo, Rizelian

we have
BoONTy, = (A +ym) Niy, + A (1= Bo) A,

0> el pyrm — AFO) N, AN = = ABiAm, i= 1,7
k=0 ' ’

(4.30)

The matrix of coefficients for the system (4.30) has a triangular structure; so its solution can be represented
as

Niw = @iNgy + 0idm, =17, m >0, (4.31)

where ¢; and o; are calculated as follows

i1
po=1, ¢r1=g&A+1m), ¢i= gy [(/\ +0) pi—1 — Api—2 — sz @kﬁik] , =21,
=1

1—1
oo=0, o1= A(;gf()), o; = % {()\ +0)oi_1 — Aoi—g — ABi—1 — ngl Ukﬂzk:| , t=2,7r.

From the relation (4.31)), we have

Ni = XilNow, + YiNem, i =17, (4.32)
where o
Xi =i+ i , =1,
o 1—o,
Y = L, i=1,r.
1—-o0,
From (@.20), (#.21)), and using (.32)) for i = 1, ¢ = r and (#.23)), we obtain
Nim (0) = fiNgy + 9iNpm, i =0,7—1, (4.33)
where
fo=Xxr+0x1, fi="0xit1, 1=1,r—1,
and

90:)‘¢T+)‘+0¢17 gi:0¢i+17 i:17r_]-'

In order to obtain N;;,, (0) we have to calculate N, and N,,. First we shall obtain the latter in the case
m = 0. From (4.14)) in which we put m = 0, summing over ¢

No(z)=gq.,.(z) =q(z), Njy=pl, No=p.,, (4.34)
hence, using the normalizing condition, from (4.27) for m = 0 we have
A=gq, (4.35)

where ¢. = ¢. (0).
From (4.15) and (4.16)) for m = 0, using (4.34)), we have

q(z)=gq. . (4.36)
By multiplying (4.36) by 1 — B (x) and integrating it over x in [0, +0c), we obtain
p.. = bgq. . (4.37)

From (4.35)) and (4.37) we get
D= p, (4.38)
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where p = Ab. From (4.38)), and from normalizing condition we have
pl.=1-p. (4.39)

Note that the relation (4.39) implies that the condition p < 1 is a necessary ergodicity condition for the
Markov process under consideration. One can show that this condition is a sufficient one.

Further, summing (4.33)) over i = 1,7 — 1 for m = 0 and using (4.35)), we obtain

5.+ Gpr. = A, (4.40)

where f = Z fi, Z Gi-
Summlng - 4.32)) for m = 0 over i = 1,7 and using (4.39) and (4.40), we get

. M —g(1l—p) _f(l—p) Alx+1)

Po. = = = r,. —
fo=(1+x)g fo—(1+x7
From (4.32)) for m = 0, and from (4.33)) we obtain

Pi. = Xiby. + Yipr., =17,
¢ = fiy, + gipr., =0, —1,

where ¢; = ¢;.. .

From (4.23), (4.26)), for m = 0 we find

1 1 1 o
Po. = 1 o. - o, — ;Nékl, Piy = 3 iy -pi., i=1Lr—1,
where N, is determined by the formula
No =
and
m=Dpr. + p;.

which follows from form = 0.

Note that 7 is the probability that a new arrived customer will join the retrial queue.

To obtain the factorial moments for m > 1, we have to solve the equation (4.7). The solution of is
given in the following form:

r—1 1

s [Q’“—’“—l (2) e — Qg (o, Z)} '

k=0

We can rewrite this equality as follows:

ZziQi (z, 2) ZzZQZ e~ AT, (4.41)
i=0
By multiplying (4.41) by 1 — B(«) and integrating it over x in [0, +00), we have
r r—1
i 1-B(A=Az) i
;zﬂ(:c,z):w;z@i (2). (4.42)
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Let us denote
1—-8(A=Xz2)

FE =—a=%

(4.43)

Differentiating m times the equation (4.42)), taking into account (4.43) and putting z = 1, we have

5 i <T> FOm=9) (1) i (@ (@) Nt (0), - m =07 =1 (444)

i=0 j=0 k=0

£5 (7)o

i=0 j=0

Now we can calculate factorial moments N;,,, and N} . We illustrate the computing procedure for the case
m = 1.

From (4.44) for m = 1, taking into account (4.38)), we have

~ 2p(2)
N1+ Ny =p+ +b[N1(0) +Q (0)], (4.45)
where
oo r r—1
W9 = [@dB). Fi=3(+ D QO) = i
5 i=0 i=1

In turn, from (4.45)) and (4.28) for m = 1, we obtain the expression for N; (0):

A2p(2)
2

p+

+5Q(0) + %Ngl — M| (4.46)

Thus, from (4.46) and (4.28)) for m = 1, we can calculate the values of N (0) and N;.
Summing (4.33)) over i = 0,7 — 1, we have

Ni (0) = fNg; + GNo1.

From here we can calculate V,;. After this from li we obtain V;1 (0),4 = 0,7 — 1 (these values are not
necessary for this case, but they will be used in the case m = 2).

Further, from (4.32)) we get N7, i = 1, 7. Then we can compute N. ;:
Ni=Ni— N7,

In such a way we can calculate the mean number of primary customers in the buffer, V. f uf , the mean number
of customers waiting in the buffer and being served in the server, N;¥®, and the mean number of retrial

customers, Ny ¢ by the following formulas:

b N L A NF = 3 it
N =Ny +Nf—p,  Nj= lepi,» (4.47)
i= )

NP N b g NI = N+ N
The mean number of customers in the system, /V, is defined as follows:
N = N{¥° 4 N7,
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5. MEAN NUMBER OF CUSTOMERS IN THE SYSTEM

21

In this section we shall find another expression for the mean number /V of customers in the system, based

on some other arguments.
Let

bi = Di. +pz~7 i = 07T7
be the probability that the primary queue contains ¢ customers.
From (4.26)) for m = 0, it follows that
p=%, i=Tr—1
From (4.47)), using (5.1)) and (4.38)), we have

'
N=p+> ipi+Ni<.
i=0
Define

,
Q)= g (x).
i=1
From (@.13), for m = 0,we obtain

d _
%Qi,. (IE) = _Aq’L, (:L') +u (Z) )\Qz’—l,. ($) ) 1= 0,7’ - 1,

d
%Q’ﬁ. (x) = >\Q7“—1,. («T) .

(5.1)

(5.2)

(5.3)

(5.4)

(5.5)

Summing (5.4) over i = 0,7 — 1 multiplied by 5 and adding (5.5) multiplied by r, using (4.36) we get

d
5@ (@) =2 = Agr, (2).
Summing (4.15) over i = 0,7 — 1 for m = 1 and adding (4.16)) for m = 1, it follows that

%N,J () = ANy () = Mgy, ().
By substituting into and using we obtain

Q(x)+ N1 (z) =X 2+ Q(0)+ N.1(0).
By multiplying by 1 — B (x), integrating it over z in [0, +00) we have

A2 —
N=p+ ?b@) +b[Q(0) + N.1 (0)] + Ny + N7.

By multiplying (5.2) by i, summing it over i = 0,7 — 1, and using (5.1)), and (4.38)), we get

r

%Q (0) = Z (i+1)pi. + Zzpf —p—Tpy.

=0 =0

Summing (5.10), (#.28) and using (5.3), and {@.23)) for m = 0 and m = 1, we obtain

Y100 + 3 0)).

N =
P+)\

From here, using ((5.9) and (4.23)), it follows that

B (14+¢%)  Nj+N%
2(1-p) l—p ~

where cp is the coefficient of variation of B(z).

N=p+
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6. NUMERICAL RESULTS

In order to illustrate the results obtained, we present some numerical examples computed by MATHE-
MATICA 4.0. Results are given in Examples 6.1 and 6.2, where p; is the probability that primary queue
contains ¢ customers; Nfuf is the mean number of primary customers in the buffer, and NV is the mean
number of customers in the system.

Example 1. We consider the case in which the distribution function B (x) is exponentially distributed
with parameter 1, and the following values of the system parameters:

r=15,A=1,u=20=5.

Results are given in the Table 1:

Table 1
Y Po Pr I N
3 0450269 0000336411 1.42TA5 249551

10 0.450269 0.000336411 1. 45765 24955
20 0.450269 0.000336411 148765 2.40549
30 0450267 0000336411 145765 2.49548

The table shows the independence of the system performance characteristics on the parameter v This is
due to priority service of primary customers.

Example 2. In this example, we illustrate the influence of parameter 8 on the system performance. We
consider again the exponential service time and the following values for the parameters of the system:

r=15Xx=1,v=0.3.

Numerical results are reported in Table 2 for b = 0.5 and in Table 3 for the case b = 0.9.

Table 2

10 Pu Pr Tt N

1

—h 067501 0.000017 0 aaE321 1.58332

100

1
—h 0.74250 a 0515017 1.507 58
100

1
—h 0.74025 a 0501378 1.50075
1000

As intuition may suggest, Table 2 and Table 3 show that when the customer searching time decreases,
the performances of the system improve.
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Table 3
10 P Pr Ny N
1
—h 0.07532 005235 T.17001 12 4582
10
1
—h 0.1956 0.024% 503042 171822
100
1
—h 0.20£9 0.0229 4 24408 171078
1000
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