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Abstract—We give a simple proof of an asymptotic result associated with terminating renewal process
in the M/G/1 queue under egalitarian processor sharing. The proof gives insight into the principles
according to which the time–dependent solution is obtained for the queue length at time t. This result
was announced without the proof in [6, Theorem 2.17].

1. INTRODUCTION

In this note we explore a useful integral representation for the Laplace transform of the generating
function for the number of jobs at time t on the first busy period in the M/G/1 queue with egalitarian
processor sharing (EPS), which is one of most celebrated models in queueing theory. The EPS model was
introduced by Kleinrock in [1] (see also [2]). Mentioned non–trivial integral representation has been derived
in [3], [4], [5], and it is one of the key ingredients of transient analysis of the M/G/1—EPS queue. An
additional (but abridged) treatment of this result is given also in memoir [6, Theorem 2.16]. However, this
solution is obtained (in terms some function ψ, described in Section 2) in little tractable form, which is very
difficult to use in applications.
But it may be carried one important step further to find an explicit solution for the Laplace transform of

the corresponding generating function for the queue length at time t under simpler condition that the first
busy period is initiated by only one job. The proof of this (asymptotic in some sense) solution (an another
key ingredient of transient analysis) is given only in [5], [7] (in Russian) and in [8]. The corresponding
theorem is also announced in [6] as Theorem 2.17 without the proof. We give here a relative short and
somewhat modified proof which is based on obtaining asymptotics for the components of the decomposition
of functionψ by using a limit theorem for terminating renewal processes studied in Feller [9, §11.7]. Although
the argument leading to the explicit solution coincides partially with one from [5], [8], we give also new
argument associated with using the Esscher transformation of probability measure, which is known from
insurance risk theory since 1932 [10], [11, Ch. 5, §2d], [12, p. 31, p. 422].
The remainder of this note is organized as follows. The proof of main result (Theorem 2.2) is given in

Section 2. Finally, in Section 3 we state our conclusion.

2. THE QUEUE LENGTH DISTRIBUTION IN TERMS OF DOUBLE TRANSFORMS

We recall first some definitions and known results. We consider the egalitarian processor sharing queue
M/G/1 with the intensity λ of Poisson input process and service time (or size of job) distribution B(x)
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(B(0+) = 0, B(∞) = 1) with the mean β1 <∞ and the Laplace–Stieltjes transform β(s). When there are
n ≥ 1 jobs in the system then each of them receives service at a rate which is 1/n times the rate of service
that a solitary job in the system would receive. Let ρ = λβ1. We do not assume that ρ < 1.
The number of jobs at time t in the M/G/1–EPS queue will be denoted as L(t). The (non–Markovian)

process {L(t)} is considered on the first busy period. Let ζ = inf(t > 0 : L(t) = 0) and π(s) = E[e−sζ ]
is the LST of the busy period distribution, i.e., it is the positive root of the functional equation

π(s) = β(s+ λ− λπ(s)) (2.1)

with the smallest absolute value.
Definition. The function

pn(z, s) =
∫ ∞

0
e−stE[zL(t)1(ζ>t)|L(0) = n] dt, Res > 0, |z| ≤ 1 (2.2)

defines the Laplace transform w.r.t. t of the generating function for the time–dependent queue–length
distribution P(L(t) = i|L(0) = n), i = 1, 2, . . . , n > 0 on the first busy period that is initiated with n jobs
present at time t = 0.
Now we summarize those results from [5, Ch. 2] (see also [3], [4], [6]) which will be need for the proof

of theorem 2.2. The following theorem [3], [4], [5], [6] is the starting point to derive the time–dependent
distribution of the process {L(t)} on the first busy period.

Theorem 2.1. For the M/G/1—EPS queue, the exact solution for the function pn(z, s) defined by (2.2)
has the following integral representation

pn(z, s) =
z

λn

∫ ∞

0

∂

∂z

[
− ∂

∂t
lnψ(z, s, t)

]n

dt, Re s > 0, |z| ≤ 1, (2.3)

where function ψ (ψ(z, s, 0) = 1) is given by its Laplace transform w.r.t. t

ψ̃(z, s, q) =
∫ ∞

0
e−qtψ(z, s, t) dt =

q + s+ λ− λz + λzβ(q + s+ λ)
(q + s+ λ)(q + λβ(q + s+ λ))

. (2.4)

Here Re s > 0, q > −λπ(s), |z| ≤ 1, and π(s) is the unique solution of (2.1).

We will show how Theorem 2.1 can be used to determine the function pn(z, s) in explicit form for the
case n = 1.

Theorem 2.2. For the M/G/1—EPS queue, the exact solution for the function p1(z, s) defined by (2.2)
is given by

p1(z, s) =
z(1− π(s))

s+ λ(1− z)(1− π(s))
, Re s > 0, |z| ≤ 1, (2.5)

where π(s) satisfies to the functional equation (2.1).

Proof. The decomposition of the function ψ̃(z, s, q) follows from (2.4) after some routine algebra

ψ̃(z, s, q) = κ̃1(s, q)− zκ̃2(s, q), (2.6)

where κ̃1(s, q) and κ̃2(s, q) are the Laplace transforms of some functions κ1(s, t) and κ2(s, t), respectively:

κ̃1(s, q) = [q + λβ(q + s+ λ)]−1, κ̃2(s, q) = (λ− λβ(q + s+ λ))κ̃1(s, q)(q + s+ λ)−1. (2.7)
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Using (2.6), the expression (2.3) takes the form for n = 1:

p1(z, s) =
z

λ

∫ ∞

0

∂

∂z

[
− ∂

∂t
ln(κ1(s, t)− zκ2(s, t))

]
dt, Re s > 0, |z| ≤ 1. (2.8)

Now we can interchange the order of the differentiation w.r.t. z and t in the integrand of (2.8). Then (2.8)
reduces after the integration to

p1(z, s) =
z

λ
lim
t→∞

κ2(s, t)
κ1(s, t)− zκ2(s, t)

, (2.9)

where we have used the fact that ψ(z, s, 0) = 1.
Now it is possible to obtain the asymptotics of κ1(s, t) and κ2(s, t) as t → ∞. At first we consider

κ1(s, t). One way of establishing desired result is to rewrite the first equation in (2.7) in the form

κ̃1(s, q) =
1

q + λ
+ λ

1− β(q + s+ λ)
q + λ

κ̃1(s, q), (2.10)

which is equivalent to the renewal equation

κ1(s, t) = e−λt + h1 ∗ κ1(s, t), (2.11)

where ∗ is the Stieltjes convolution sign on the variable t. Here the function h1(s, t) is defined by its Laplace
transform w.r.t. t h̃1(s, q) = [λ(1 − β(q + s + λ))]/(q + λ), h̃1(s, 0) < 1, which shows us that h1(s, t) is
the density of defective (improper, that is, with an atom at +∞) distribution of the time intervals between
consecutive renewals (interevent intervals). (Such renewal processes are called transient or terminating
ones.) Following Feller [9, Ch. 11, §11.7], we can reduce our defective renewal equation to the standard
renewal equation since there exists a constant C1(s) such that

C1(s) =
∫ ∞

0
teλπ(s)th1(s, t) dt = −h̃′1(s,−λπ(s)) <∞, s > 0

and besides ∫ ∞

0
eλπ(s)th1(s, t) dt = h̃1(s,−λπ(s)) = 1, s ≥ 0.

Then introduce κ1(s, t)eλπ(s)t into (2.11) to obtain

κ1(s, t)eλπ(s)t = e−t(λ−λπ(s)) +
∫ ∞

0
κ1(s, t− y)eλπ(s)(t−y)h1(s, y)eλπ(s)y dy,

where the function e−t(λ−λπ(s)) is directly Riemann integrable. It allows us to cast (2.11) into the standard
renewal set–up. Thus we introduced a new (exponentially tilted) probability measure for the interevent
intervals. (In other words, this is so–called Esscher transformation of the probability measure, which is in
use in the insurance risk models [10], [11, Ch. 5, §2d].) Now it follows from the Smith’s key renewal theorem
that

lim
t→∞

κ1(s, t)eλπ(s)t =
1

C1(s)

∫ ∞

0
e−t(λ−λπ(s)) dt =

1
C1(s)(λ− λπ(s))

. (2.12)

Now we apply similar arguments to the function κ2(s, t) which is given by its Laplace transform in the
second equation in (2.7). It yields the following asymptotics for κ2(s, t) as t→∞ (the details can be found
in [5, §2.8] or in [8])

lim
t→∞

κ2(s, t)eλπ(s)t =
1

C2(s)(s+ λ− λπ(s))
, (2.13)
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where C2(s) = C1(s) for s > 0.
Using this fact, it follows from (2.12) and (2.13) that

lim
t→∞

κ2(s, t)
κ1(s, t)

=
λ(1− π(s))
s+ λ− π(s)

. (2.14)

It allows us to reduce (2.8) to (2.5). ut

Remark 21. The Esscher transformation is related to the well–known Girsanov transformation of the
probability measure (see, for example, [11, p. 568 in Russian edition]). (One of merits of Girsanov’s theorem
is that it allows to compute explicitly the law of solutions of stochastic differential equations with constant
diffusion coefficients.)

3. CONCLUSION

The proof presented in Section 2 gives an additional insight into the principles according to which the
transient solutions have been found for the number of jobs in the M/G/1—EPS queue at time t (on the first
busy period) as well as (partially) for the sojourn time of the job with the size u arriving at time t into the
EPS queue (see [13]). Of course, these exact solutions are derived in terms of multiple transforms. Although
Laplace transforms currently seem to be somewhat in disfavor, but they have proven their worth in very
many studies in applied probability. Moreover, these transforms can often be effectively inverted numerically
(see, for example, [14]), at least for simpler service disciplines, such as FCFS or LCFS with preemptions.
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