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Abstract—Many communication systems require transmission of certain parts of the informa-
tion symbols with lower decoding bit error probabilities than others. Using the system require-
ments for an actual project as an example, two encoding schemes, namely, a woven convolutional
scheme and a woven turbo scheme, were simulated with iterative decoding. The simulation re-
sults for both schemes confirm the presence of unequal error protection and demonstrate their
good error-correcting performance, despite the fact that no optimization was done.

1. INTRODUCTION AND PROBLEM DESCRIPTION

The Russian Foundation for Basic Research has announced the project 05-01-00778 with the
purpose to build a radio-telescope by using a satellite revolving around the Earth. While traveling
along its orbit, the satellite sends observed data to the ground control stations. According to the
system specifications, the down-link communication from the satellite to a ground station consists
essentially of two parts of information: 95% is the telescope data itself and 5% is control data. The
communication system should provide a probability of decoding error for the control data as low as
Pb,1 ≤ 10−5, while for the telescope data it is enough to have Pb,2 ≤ 10−2. The length of a packet
should be between 100,000 and 150,000 code symbols. This implies that if a convolutional scheme
is in use, then the code sequences have to be terminated after such a length.

In this paper we investigate two encoding schemes, viz., a woven convolutional scheme and a
woven turbo scheme, that provide two-level unequal error protection for the information symbols
such that the system requirements are satisfied.

As a reference we use the communication system with uncoded transmission. To transmit an
information bit with the required reliability over the down-link channel one has to supply the
following average energy per information bit

Eb,uncoded = 0.05Eb,1 + 0.95Eb,2 (1)

where energy Eb,1 corresponds to Pb,1 = 10−5 and Eb,2 corresponds to Pb,2 = 10−2. For space
communication, the channel can be very well modeled as a channel with additive white Gaussian
noise (AWGN). Then, for a system with binary phase-shift keying (BPSK) modulation we have
Eb,1/N0 = 9.59 dB and Eb,2/N0 = 4.32 dB, which yield Eb,uncoded/N0 = 4.81 dB.

1 This research was supported in part by the Royal Swedish Academy of Sciences in cooperation with the Russian
Academy of Sciences, by the Swedish Research Council under Grant 2003-3262, by the Russian Foundation for
Basic Research under Project 05-01-00778, and by the Graduate School in Personal Computing and Communication
PCC++.
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Figure 1. A woven convolutional encoder.

2. ENCODING SCHEMES

It was shown in [1,2] that encoding schemes with warps are suitable for achieving unequal error
protection for both information and code symbols. Thus, we consider two schemes with a warp,
viz., a woven convolutional encoder and a woven turbo encoder, and compare their error-correcting
performances.

2.1. Woven Convolutional Encoders

Woven convolutional codes were presented and studied in [3, 4]. In this paper, we use a modifi-
cation of a woven convolutional encoder which was considered in [2]. The encoder construction is
shown in Figure 1. For simplicity, we assume that the constituent encoders which provide the better
error-correcting capability are located on the first Lh,b positions in the outer warp. Furthermore,
let the inner warp consist of Lv identical constituent encoders.
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Figure 2. Horizontal systematic encoding: (a) the structure of an information block and (b) the structure of
the corresponding encoded block with horizontal parity symbols filling the empty room.

During the “horizontal” encoding, the first stage of woven encoding, the information is distrib-
uted over the constituent encoders in the outer warp, feeding the first Lh,b constituent encoders
with information to be better protected against channel errors, while the other Lh,n constituent
encoders are responsible for the normally protected information symbols. According to the system
requirements, we terminate the information sequence, although, in general, it is not necessary for a
woven convolutional encoder. Thus, in this case, the woven convolutional encoder can be considered
as a rate R = K/N block encoder. The information symbols are written in a block structure as
shown in Figure 2(a) with the symbols to be better protected occupying the first Lh,b rows. Each
row is independently encoded by an individual constituent systematic outer encoder and the ob-
tained parity symbols fill the empty room as illustrated in Figure 2(b). The information symbols in
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Figure 3. Elementary sub-blocks: (a) an information sub-block with Lh,b rows to be better protected and Lh,n

rows to be normally protected, (b) an information sub-block with only Lh,n rows, (c) an empty sub-block
reserved for parity symbols, (d) a sub-block with horizontal parity symbols for the better protected first Lh,b

rows and information symbols in the remaining Lh,n rows, (e) a sub-block with horizontal parity symbols for
both better and normally protected rows, and (f) a sub-block with vertical parity symbols.
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Figure 4. Vertical systematic encoding in woven schemes: (a) the structure of a block after horizontal encoding
and H2V rearrangement, (b) and (c) are the structure of the corresponding block after vertical, systematic
encoding in the woven convolutional and the woven turbo encoder, respectively.

the first Lh,b rows are encoded by constituent encoders with lower rate which correspond to more
parity symbols (per row). That is why these rows have information segments of length kh,b, which
is shorter than the length kh,n in the remaining Lh,n rows.

After this encoding, the resulting block is subdivided into sub-blocks of length Lv symbols.
For simplicity, assume that both kh,b and kh,n are multiples of Lv. The elementary sub-blocks
appearing in the schemes are explained in Figure 3. The horizontal-to-vertical (H2V) transformation
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rearranges these sub-blocks vertically as shown in Figure 4(a). If the lengths kh,b and kh,n are
matched to the rates of the corresponding constituent outer encoders, Rh,b and Rh,n, respectively,
that is, if

kh,b

Rh,b
=

kh,n

Rh,n
(2)

then the hight of the pile of sub-blocks is

kv =
kh,n (Lh,b + Lh,n)

LvRh,n
. (3)

In all the simulated schemes these values are matched.
After the horizontal-to-vertical transformation we perform a column-wise permutation π and

the resulting block is fed to the inner warp, for the so-called “vertical” encoding. Each column is
independently encoded by an individual constituent systematic inner encoder with parity symbols
filling the reserved room at the pile’s bottom. This encoding stage is schematically shown in Fig-
ure 4(b). Note that in this figure we have skipped the preceding column-wise permutation π in
order to make the illustration of the structure more clear.

Neglecting the termination length, the overall rate of the woven convolutional encoder is

R =
K

N
=

kh,bLh,b + kh,nLh,n(
kh,bLh,b

Rh,b
+

kh,nLh,n

Rh,n

)
1

Rv

(4)

where Rh,b and Rh,n are the rates of the constituent outer (horizontal) encoders for better and
normally protected information symbols, respectively, and Rv is the rate of the constituent inner
(vertical) encoders.

2.2. Woven Turbo Encoders

The woven turbo encoder was first introduced by Freudenberger et al. in [5]. This scheme com-
bines the ideas of woven convolutional encoders and turbo encoders [6], and is basically a turbo
encoder with warps of constituent encoders instead of single encoders. Here, we consider a slightly
modified woven turbo encoder.

An information sequence u is first organized in a block structure as in Figure 2(a) and encoded
row-wise in the same way as for the woven convolutional encoders. Due to the termination, the
whole scheme behaves as a rate R = K/N block encoder. The systematic horizontal encoding in
the woven turbo encoder is schematically illustrated in Figure 2. After the horizontal encoding, the
resulting block is subdivided into sub-blocks of width Lv symbols, that, in turn, are rearranged by
the H2V transformation into a vertical pile as shown in Figure 4(a). In contrast to what we had
for the woven convolutional encoder, the column-wise permutation π and the vertical encoding are
performed only over the upper located “systematic” symbols until the end of the information part.
If kh,n is a multiple of Lv and (2) is fulfilled, then for this scheme the

kv =
kh,n

Lv
(Lh,b + Lh,n) (5)

topmost symbols in every column are involved.
After the permutation, these “systematic” symbols are independently encoded column-wise by

constituent systematic encoders with “vertical” parity symbols added under the “horizontal” parity
symbols as shown in Figure 4(c). Again, the effect of the permutation is skipped in this illustration.
Note that only a part of the parity symbols for the better protected information symbols is further
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Figure 5. A decoder structure for a woven convolutional code.

encoded by the vertical encoders, which makes a representation of this encoder similar to Figure 1
very complicated. The systematic, horizontal and vertical parts of a codeword will be denoted as
vs, v=, and vq, respectively. Neglecting the termination lengths, the overall rate for this woven
turbo encoder is given by

R =
K

N
=

kh,bLh,b + kh,nLh,n

kh,bLh,b

Rh,b
+

kh,nLh,n

Rh,n
+ kvLv

(
1

Rv
− 1

) . (6)

3. DECODING

Since a warp in a woven encoder typically consists of a couple of dozens constituent encoders,
the maximum-likelihood (ML) decoder for such a scheme is simply unfeasible. Thus, we use an
iterative decoding procedure in our simulations.

3.1. Decoding of Woven Convolutional Codes

The structure of a decoder for a woven convolutional code is shown in Figure 5. A received se-
quence r is first distributed over the constituent “vertical” a posteriori probability (APP) decoders,
corresponding to the encoding matrices Gv,i(D), i = 1, 2, . . . , Lv, in the woven convolutional en-
coder. Every constituent decoder independently decodes its portion of the received sequence r(v,i),
i = 1, 2, . . . , Lv. After subtracting the a priori values La

(
u(v,i)

)
, the resulting sequences are written

column-wise organizing the block structure shown in Figure 4(a). Each column is then independently
permuted by the inverse permuter π−1. Then follows the vertical-to-horizontal (V2H) transforma-
tion, that is, the inverse of the H2V transformation, which subdivides the pile into elementary
sub-blocks of hight Lh = Lh,b +Lh,n and puts them in a row. This results in a block r(h) structured
as depicted in Figure 2(b). Feeding it row-wise to the constituent individual “horizontal” decoders
and performing the APP decoding of each portion r(h,i), i = 1, 2, . . . , Lh, we obtain the decision
on the transmitted information sequence û for a current iteration as well as the a posteriori values
Le (v̂) that, after appropriate transformation by H2V and permutation π, will be used as a priori
values La

(
u(v,i)

)
in next iteration. After a predetermined number of iterations we stop decoding.

3.2. Decoding of Woven Turbo Codes

The structure of a decoder for a woven turbo code is very similar to that for a woven convolutional
code as can be seen from Figure 6. The only difference is caused by the fact that a received word r
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Figure 6. A decoder structure for a woven turbo code.

consists now of three parts—a “systematic” part rs, a “horizontal” parity part r=, and a “vertical”
parity part vq that are structured as shown in Figure 4(c). The systematic part rs is provided to
both warps of the constituent APP decoders, while r= and rq appear only at the inputs of the
horizontal warp and the vertical warp, respectively.

First, being combined, rs and rq are decoded column-wise by the “vertical” constituent APP
decoders. The resulting a posteriori values, after the V2H transformation, are used as a priori
values La

(
u(h)

)
for the horizontal decoding stage. Then, rs is permuted by π−1 and together with

r= is rearranged by the V2H transformation to get the structure as shown in Figure 2(b). Feeding
the symbols row-wise and independently performing decoding by the “horizontal” constituent APP
decoders we obtain the decision on the transmitted information û for current iteration and the
a posteriori values, that, after the H2V transformation and the permutation π, will be used by
the “vertical” decoders as the a priori information during next iteration. After a predetermined
number of iterations the decoding is over.

4. SIMULATION RESULTS

In this section we consider the results of the simulations for both the woven convolutional encoder
and the woven turbo encoder that were performed in order to choose the one that fits better to the
system requirements and to illustrate the main features of the preferred scheme.

During the simulations the all-zero codeword was transmitted over an AWGN channel model.
All the schemes are simulated until 50 packets are decoded erroneously at the receiver. Unless
otherwise stated, a decoding procedure with 10 iterations was performed.

4.1. Comparison of the Two Woven Schemes

First we compare the bit error probabilities for both the woven convolutional (WCC) scheme
and for the woven turbo (WTC) scheme. The parameters for the simulated schemes are presented
in Table 1. The two schemes have similar parameters and the only difference between them is
the vertical encoding matrix, which has lower rate in the woven turbo encoder. This difference
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Figure 7. Bit error probabilities for the normally protected information symbols (red) and for the better
protected information symbols (green) in the woven convolutional scheme of rate R ≈ 0.24.
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Figure 8. Bit error probabilities for the normally protected information symbols (red) and for the better
protected information symbols (green) in the woven turbo scheme of rate R ≈ 0.24.

is compensated by the fact that in woven turbo scheme, during the vertical encoding we do not
encode the parity symbols from the horizontal encoding.

The resulting curves for bit error probabilities of normally protected information symbols and
better protected information symbols are shown in Figures 7 and 8. Both woven schemes provide
two-level unequal error protection for information symbols. However, they perform slightly different.
The woven convolutional scheme seems to have a larger free distance as its bit error rate curves
are much steeper as the channel becomes better than those of the woven turbo scheme. On the
other hand, in the region of moderate signal-to-noise ratios, the woven turbo scheme works better.
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WCC WTC

kh,b 900 900

kh,n 1800 1800

kv 3600 1800

Lh,b 2 2

Lh,n 18 18

Lv 20 20

Gh,b(D)
�
1 D+D2

1+D+D2
1+D2

1+D+D2
1+D

1+D+D2

�

Gh,n(D)
�
1 1+D2

1+D+D2

�

Gv(D)
�
1 1+D2

1+D+D2

� �
1 D+D2

1+D+D2
1+D2

1+D+D2

�

K 34200 34200

N 144000 144000

R ≈ 0.24 ≈ 0.24

Table 1. Simulated system parameters for the woven convolutional and the woven turbo schemes of rate R ≈ 0.24.

In our simulations, the woven turbo scheme achieves the desired levels Pb = 10−2 for the normally
protected symbols and Pb = 10−5 for the better protected symbols at Eb/N0 = 0.64 dB, while the
woven convolutional scheme satisfies the requirements only at Eb/N0 = 1.35 dB. Hence, the woven
turbo scheme outperforms its competitor by 0.71 dB.

Since the system with uncoded transmission requires the signal-to-noise ratio Eb,uncoded/N0 =
4.81 dB, our woven schemes provide the coding gains of 4.17 dB and 3.46 dB, respectively. It is
worth mentioning that the Shannon limit [7, 8] for rate R = 0.24 is Eb/N0 = −0.827 dB. Thus, for
the woven convolutional scheme we are less than 2.2 dB away from the Shannon limit; and that for
the woven turbo scheme it is less than 1.5 dB away.

Since for the given system requirements this woven turbo scheme is more advantageous we
consider only woven turbo schemes in sequel.

4.2. Woven Turbo Encoders of Different Rates

Next we increase the rate of the scheme by changing the vertical encoder to one of rate R = 1/2
and compare its performance with our previous woven turbo scheme. The simulated parameters for
these two woven turbo schemes are compared in Table 2 and the bit error rate curves are plotted
in Figure 9.

The simulations show that the scheme of rate R ≈ 0.32 satisfies the system requirements at
Eb/N0 = 0.55 dB, while the one of rate R ≈ 0.24 does it a tenth of a dB later, viz., at Eb/N0 =
0.65 dB. Thus, the former scheme provides simultaneously larger transmission rate and (slightly)
better bit error rate performance. Increasing the overall rate further requires encoders with larger
number of inputs, which increases the complexity of constituent decoders.

Comparing this scheme with the system with uncoded transmission, we conclude that the coding
gain for the woven turbo scheme of rate R ≈ 0.32 is at least 4.25 dB. The Shannon limit for rate
R = 0.32 is Eb/N0 = −0.544dB. Then, at Pb = 10−5, this scheme is less than 1.1dB away from the
Shannon limit. Thus, with the woven turbo scheme of rate R ≈ 0.32 we are about 0.4 dB closer to
the Shannon limit than with the one of rate R ≈ 0.24.

We use this woven turbo scheme of rate R ≈ 0.32 as the basis for our investigations.
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Table 2. Simulated system parameters for two woven turbo schemes of rate R ≈ 0.24 and rate R ≈ 0.32,
respectively.
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Figure 9. Bit error probabilities for the woven turbo schemes of rate R ≈ 0.24 (red) and rate R ≈ 0.32 (green),
respectively.

4.3. Equal Protection

When separating a portion of information symbols and providing better protection for them,
there is always a danger to weaken the performance of the system for the normally protected
symbols. That is why we also compare our woven turbo scheme with a scheme consisting of identical
constituent encoders in the warp, which provides equal error protection (EEP) for the information
symbols. The parameters for both schemes are collected in Table 3 and the resulting bit error
probabilities are plotted in Figure 10.

The curves show that when introducing unequal error protection we indeed decrease the system
performance for the normally protected information symbols by 0.1 dB in the depicted region.
However, due to the scheme’s performance for the better protected information symbols, we have
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Figure 10. Bit error probabilities for the woven turbo scheme with (red) and without (green) unequal error
protection.

UEP EEP

kh,b 900 900

kh,n 1800 1800

kv 1800 1800

Lh,b 2 0

Lh,n 18 20

Lv 20 20

Gh,b(D)
�
1 D+D2

1+D+D2
1+D2

1+D+D2
1+D

1+D+D2

�

Gh,n(D)
�
1 1+D2

1+D+D2

�

Gv(D)
�
1 1+D2

1+D+D2

�

K 34200 36000

N 108000 108000

R ≈ 0.32 ≈ 0.33

Table 3. Simulated system parameters for the woven turbo scheme with and without unequal error protection,
respectively.

to provide Eb/N0 = 0.55 dB, where both schemes easily achieve the required Pb = 10−2 for the
normally protected symbols. Thus, the normally protected information symbols can be considered
essentially undisturbed by the better protected symbols.

4.4. Different Warp Sizes

How does varying the size of the warps affect the system performance? As specified in Table 4,
three woven turbo schemes with warp sizes Lh = Lv = 10, Lh = Lv = 20, and Lh = Lv = 30 were
simulated. The corresponding bit error probabilities are shown in Figure 11.
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Table 4. Simulated system parameters for the woven turbo schemes with different warp sizes.
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Figure 11. Bit error probabilities for the simulated woven turbo schemes with segment lengths Lh = Lv = 10
(red), Lh = Lv = 20 (green), and Lh = Lv = 30 (blue), respectively.

The curves for warp sizes of 10 and 20 are almost identical, while the scheme with 30 constituent
encoders in every warp performs a little bit worse. A possible explanation for this is that with
larger warp size the permuter size becomes shorter and from some point it is not enough for good
permutation. Based on this reasoning, it is rather tempting to decrease the size of warps. However,
for our scheme it is impossible as a smaller number of constituent encoders does not allow us to
subdivide the information symbols in the desired proportion.

4.5. Effects of Permutations

It is not a good idea to exclude permutations in a turbo scheme and, in fact, the classical turbo
encoders do not work without permutations. Computing the woven turbo scheme with and without
permutations between the warps yields the results shown in Figure 12.

ÈÍÔÎÐÌÀÖÈÎÍÍÛÅ ÏÐÎÖÅÑÑÛ ÒÎÌ 5 � 2 2005



170 JOHANNESSON, PAVLUSHKOV, ZYABLOV

−0.6 −0.4 −0.2 0 0.2 0.4
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

Eb/N0 [dB]

Pb

Uncoded

Normally Protected

Better Protected

Figure 12. Bit error probabilities for the woven turbo scheme with permutation (green) and without permuta-
tion (red).
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Figure 13. Bit error probabilities for both the normally protected and the better protected information symbols
after 1 iteration (red), 2 iterations (green), 3 iterations (blue), 5 iterations (magenta), and 10 iterations (cyan),
respectively.

As expected, the bit error probabilities are significantly worse in a good channel when the
system does not use an intermediate permutation. However, unlike a classical turbo scheme the
woven turbo scheme is still working (although with worse performance), showing its relation to the
woven schemes.
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4.6. Different Number of Iterations

When dealing with iterative decoding procedures it is also important to know how fast a decoder
converges to its decision. Previously, we always allowed to a woven decoder to perform 10 iterations
assuming that this number is enough. Now we did the same calculations for 1, 2, 3, 5 iterations
and compare the results with those after 10 iterations in the woven turbo decoder. Figure 13
demonstrates that even after 5 iterations the bit error performance can be improved significantly
(approximately 0.2 dB) by allowing 5 more iterations. This shows that a really careful analysis of
this issue has to be done while designing a communication system with woven turbo scheme.

5. CONCLUSIONS

In this paper we studied how to achieve unequal error protection for information symbols. To
obey the requirements for an actual communication system two encoding schemes, viz., a woven
convolutional encoder and a woven turbo encoder, together with appropriate decoders were consid-
ered. In theory, either of the two schemes can be designed to possess unequal error protection when
maximum-likelihood decoding is applied. It was shown that it is pretty easy to obtain two-level
unequal error protection with any of them even if an iterative decoding procedure is used.

According to the results of our simulations, for the given system requirements the woven turbo
scheme of rate R ≈ 0.24 outperforms its woven convolutional competitor with similar parameters
and provides a coding gain of 4.17 dB over an uncoded transmission at Pb = 10−5 and satisfies
the system requirements at 0.65 dB. However, if lower bit error probabilities would be required,
the result of this comparison might be the opposite since the bit error rate curve for the woven
convolutional encoder is much steeper in the waterfall region.

By increasing the rate of the constituent encoders in the “vertical” warp of the woven turbo
encoder we also increase the overall rate. The woven turbo scheme of rate R ≈ 0.32 in the simula-
tions appeared to perform a bit better than the previously considered woven turbo encoder of rate
R ≈ 0.24 and it satisfies the system requirements already at 0.55dB. Although neither the encoder
nor the decoder are optimal, its performance at Pb = 10−5 is only 1.1 dB from the Shannon limit,
which for R = 0.32 is Eb/N0 = −0.544 dB.

Simulating the woven turbo scheme with identical constituent encoders in the “horizontal” warp,
it was shown that the scheme’s error-correcting performance for the normally protected information
symbols is not degraded due to the better protected symbols. It was also shown that the system
performance is hardly affected by the number of constituent encoders in the warps and remains
(nearly) the same with L = 10, 20, 30.

Since the goal of this paper was not to design a communication system for an existing technical
project but to prove the effectiveness of our approach, for an actual communication system, a more
careful analysis of the system parameters is still required. A larger number of different information
protection levels can be similarly achieved by introducing larger variety of the constituent encoders
in the horizontal warp.
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