
���������
	�������������������������������������	 �!��"$#%��#'&(&)���*��+,�.-0/%1(2(3
/(45&(-
6
©
#
&5&)�87:9�;=<?>���@:<BADC)>�<?EFA�G%<?H(-

I�JLKNMPORQTS�UVI�MWJXUZY\[Z]LJ^MP_NMa`abcIdJeYfJ^`gI�JLYfYfOaIdJ^`ch.bihjUVYfQkh

Towards Morphological Design of GSM Network

Mark Sh. Levin, Roman O. Vishnitskiy

Inst. for Information Transmission Problems,
Russian Academy of Sciences, Moscow, Russia

email: mslevin@acm.org
and

Moscow Inst. of Physics and Technology (State Univ.),
Dolgoprudny, Russia

email: vishnitskiy@mail.ru

Received April 10, 2007

Abstract—The paper addresses hierarchical morphological modeling and design of GSM net-
work. The tree-like structure of the system is considered and design alternative (DAs) for each
system component (leaf node of the model) are generated. DAs are evaluated upon a set of
criteria. Hierarchical Morphological Multicriteria Design (HMMD) approach is used: 1. mul-
ticriteria analysis and ranking of alternatives (for leaf nodes of the hierarchical model) to get
their ordinal priority on the basis of a common ordinal scale; 2. combinatorial synthesis of
composite alternatives while taking into account their priorities (i.e., ordinal quality) and their
compatibility (evaluated upon ordinal scale). Electre-like outranking technique is used for mul-
tilcriteria ranking. Here Pareto-effective decisions are searching for in a discrete space of system
excellence (i.e., quality of elements and quality of their compatibility). Combinatorial synthesis
is based on enumerative directed algorithm or dynamic programming approach. The examined
hierarchical method for GSM design may be useful in real-world network applications and in
education.

1. INTRODUCTION

In recent decades, the significance of GSM network is increased (e.g., [12], [14], [17]). Thus there
exists a need of the design and maintenance of this kind of communication systems. The design pro-
cess consists often in finding a system configuration (i.e., realization of system parts, components).
Generally, several basic approaches have been applied for the design of system configurations, for
example: (i) multiple choice problem (e.g., [11], [16]), (ii) hierarchical multicriteria morphological
design (HMMD) approach ([7], [8]), and (iii) AI methods [13].

In the paper, combinatorial synthesis as HMMD approach is used. The design problem is con-
sidered as analysis and composition of design alternatives (DAs) for system parts/components.
HMMD approach involves two phases:

1. Multicriteria selection of alternatives for system parts. The stage is based on an outranking
technique.

2. Composing the selected alternatives (DAs) into a resultant combination (while taking into
account ordinal quality of the alternatives above and their compatibility or interconnection IC).
Here Pareto-effective solutions/decisions are searching for in a discrete space of system excellence
(i.e., quality of elements and quality of their compatibility).

Our numerical examples have illustrative character. The examined hierarchical method for GSM
design may be useful in real-world network applications and in education.
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2. SUPPORT PROBLEMS

2.1. Multiple Criteria Ranking

Multicriteria ranking of alternatives is a basic problem in decision making engineering. Let
H = {1, ..., i, ..., t} be a set of items which are evaluated upon criteria K = {1, ..., j, ..., d} and
zi,j is an estimate (quantitative, ordinal) of item i on criterion j. The matrix {zi,j} can be mapped
into a partial order on H. The following partition as linear ordered subsets of H is searched for:

H = ∪m
k=1H(k), |H(k1) ∩ H(k2)| = 0 if k1 6= k2,

i2 � i1 ∀i1 ∈ H(k1), ∀i2 ∈ H(k2), k1 ≤ k2.

Set H(k) is called layer k, and each item i ∈ H gets priority ri that equals the number of the
corresponding layer.

The list of basic techniques for multicriteria selection is the following [1]: (1) multi-attribute
utility analysis [2]; (2) multi-criterion decision making [3] and multicriteria optimization [20]; (3)
Analytic Hierarchy Process (AHP) [19]; and (4) outranking techniques (e.g., [18]). In the article an
Electre-like outranking technique is used.

2.2. Hierarchical Morphological Multicriteria Design

Here we use Hierarchical Morphological Multicriteria Design (HMMD) on the basis of mor-
phological clique problem ([5], [7], [8]). A brief description of HMMD is a typical one as follows
([5], [7], [8], [9], [10]). The examined composite (modular, decomposable) system consists of com-
ponents and their interconnection (IC) or compatibility. Basic assumptions of HMMD are the
following: (a) a tree-like structure of the system; (b) a composite estimate for system quality
that integrates components (subsystems, parts) qualities and qualities of IC (compatibility) across
subsystems; (c) monotonic criteria for the system and its components; and (d) quality of system
components and IC are evaluated on the basis of coordinated ordinal scales.

Here the designations are: (1) design alternatives (DAs) for leaf nodes of the model; (2) priorities
of DAs (r = 1, ..., k; 1 corresponds to the best one); (3) ordinal compatibility (IC) for each pair of
DAs (w = 0, ..., l, l corresponds to the best one).

The basic phases of HMMD are:

Phase 1. Design of the tree-like system model.

Phase 2. Generation of DAs for leaf nodes of the model.

Phase 3. Hierarchical selection and composing of DAs into composite DAs for the corresponding
higher level of the system hierarchy.

Phase 4. Analysis and improvement of composite DAs (decisions).

Let S be a system consisting of m parts (components): P (1), ..., P (i), ..., P (m). A set of design
alternatives is generated for each system part above. Thus the problem is:

Find a composite design alternative S = S(1)? ... ?S(i)? ... ?S(m) of DAs (one representative
design alternative S(i) for each system component/part P (i), i = 1, ...,m) with non-zero IC
between design alternatives.

A discrete space of the system excellence on the basis of the following vector is used: N(S) =
(w(S);n(S)), where w(S) is the minimum of pairwise compatibility between DAs which correspond
to different system components (i.e., ∀ Pj1 and Pj2 , 1 ≤ j1 6= j2 ≤ m) in S, n(S) = (n1, ..., nr, ...nk),
where nr is the number of DAs of the rth quality in S.
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As a result, we search for composite decisions which are nondominated by N(S). Thus, the
following layers of system excellence can be considered:

(i) ideal point;

(ii) Pareto-effective points; and

(iii) a neighborhood of Pareto-effective DAs (e.g., a composite decision of this set can be trans-
formed into a Pareto-effective point on the basis of an improvement action(s)).

Clearly, the compatibility component of vector N(S) can be considered on the basis of a
poset-like scale too (as n(S) ) [8]. In this case, the discrete space of system excellence will be an
analogical lattice. Figs. 1 and 2 illustrate the composition problem. In the example, composite DAs
is: S1 = X2 ? Y1 ? Z2, N(S1) = (1; 1, 1, 1). Discrete space of system quality is depicted in Figs. 3
and 4.

Fig. 1. Example of composition
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3. GSM NETWORK

3.1. Hierarchical Model and Components

The general tree-like simplified model of GSM network is as follows (Fig. 5, the developers of
DAs are pointed out in parentheses):
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0. GSM network S = A ? B.

1. Switching SubSystem SSS ( A = M ? L).

1.1. Mobile Switching Center/Visitors Location Register MSC/VLR M : M0 (Motorola), M1

(Alcatel), M2 (Huawei), M3 (Siemens), and M4 (Ericsson).

1.2. Home Location Register/Authentification Center HLR/AC L : L0 (Motorola), L1 (Erics-
son), L2 (Alcatel), and L3 (Huawei).

2. Base Station SubSystem BSS (B = V ? U ? T ).

2.1. Base Station Controller BSC V : V0 (Motorola), V1 (Ericsson), V2 (Alcatel), V3 (Huawei),
V4 (Nokia), and V5 (Siemens).

2.2. Base Transceiver Station BTS U : U0 (Motorola), U1 (Ericsson), U2 (Alcatel), U3 (Huawei),
and U4 (Nokia).

2.3. Transceivers TRx T : T0 (Alcatel), T1 (Ericsson), T2 (Motorola), T3 (Huawei), and T4

(Siemens).

Fig. 5. General simplified structure of GSM network
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3.2. Criteria, Estimate, Ranking, and Compatibility

Let us consider criteria for system components as follows (weights of criteria are pointed out in
parentheses):

1. M : maximal number of datapathes E1 (1000 tracts) (Cm1, 0.2); maximal capacity VLR
(100000 subscribers) (Cm2, 0.2); price index ( 100000/price(USD) ) (Cm3, 0.2); power consumption
( 1/power consumption (kWt) ) (Cm4, 0.2); and number of communication and signaling interfaces
(Cm5, 0.2).

2. L: maximal number of subsribers (100000 subscribers) (Cl1, 0.25); volume of service provided
(Cl2, 0.25); reliability (scale [1, ..., 10]) (Cl3, 0.25); and integratability (scale [1, ..., 10]) (Cl4, 0.25 ).

3. V : price index ( 100000 / cost (USD)) ) (Cv1, 0.25); maximal number of BTS (Cv2, 0.25);
handover quality (Cv3, 0.25); and throughput (Cv4, 0.25).

4. U : maximal number of TRx (Cu1, 0.25); capacity (Cu2, 0.25); price index ( 100000 /
cost(USD) ) (Cu3, 0.25); and reliability (scale [1, ..., 10]) (Cu4, 0.25).

5. T : maximum power-carrying capacity (Ct1, 0.3); throughput (Ct2, 0.2); price index
( 100000/cost(USD) ) (Ct3, 0.25); and reliability (scale [1, ..., 10]) (Ct4, 0.25).

Note an attempt of generalized examination of requirements/criteria for communication net-
works is contained in ([4], [10]). Table 1, 2, 3, 4, and 5 contained estimates of DAs upon criteria
above and their resultant priorities. Estimates of compatibility between DAs (expert judgment) are
contained in Table 6 and 7.
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Table 1. Estimates for M

DAs Criteria Priority

Cm1 Cm2 Cm3 Cm4 Cm5

M0

M1

M2

M3

M4

3.7 8.6 6 5.1 4 2
4.0 11 8 7 5 3
4.1 10 9 7 4 3
3.2 7 5 6 3 1
3.5 8.7 6.2 5 4 2

Table 2. Estimates for L

DAs Criteria Priority

Cl1 Cl2 Cl3 Cl4

L0

L1

L2

L3

9 7 7 8 1
10 4 9 8 1
12 8 10 10 2
9 5 8 8 1

Table 3. Estimates for V

DAs Criteria Priority

Cv1 Cv2 Cv3 Cv4

V0

V1

V2

V3

V4

V5

6 4 3 4 1
7 5 7 7 2
9 7 10 7 3
7 5 8 6 2
6 3 4 4 1
10 6 9 7 3

Table 4. Estimates for U

DAs Criteria Priority

Cu1 Cu2 Cu3 Cu4

U0

U1

U2

U3

U4

2 7 5 8 1
4 10 6 10 3
3 9 6 10 2
3 6 3 7 1
3 10 6 9 2

Table 5. Estimates for T

DAs Criteria Priority

Ct1 Ct2 Ct3 Ct4

T0

T1

T2

T3

T4

9 7 10 7 3
6 4 3 4 1
7 5 7 7 2
7 5 8 6 2
6 3 4 4 1

3.3. Composite Decisions

For system part A, we get the following Pareto-effective composite DAs:

(1) A1 = M3 ? L1, N(A1) = (3; 2, 0, 0); (2) A2 = M3 ? L3, N(A2) = (3; 2, 0, 0).

For system part B, we get the following Pareto-effective composite DAs:

(1) B1 = V4 ? U0 ? T4, N(B2) = (2; 3, 0, 0); (2) B2 = V4 ? U3 ? T1, N(B3) = (2; 3, 0, 0); and

(3) B3 = V0 ? U4 ? T0, N(B5) = (3; 1, 1, 1).

Space of system quality for B is depicted in Fig. 6.

Now it is possible to combine the resultant composite DAs as follows:

(1) S1 = A1 ? B1 = (M3 ? L1) ? (V4 ? U0 ? T4); (2) S2 = A1 ? B2 = (M3 ? L1) ? (V4 ? U3 ? T1);

(3) S3 = A1 ? B3 = (M3 ? L1) ? (V0 ? U4 ? T0); (4) S4 = A2 ? B1 = (M3 ? L3) ? (V4 ? U0 ? T4);

(5) S5 = A2 ? B2 = (M3 ? L3) ? (V4 ? U3 ? T1); and (6) S6 = A2 ? B3 = (M3 ? L3) ? (V0 ? U4 ? T0).

The composite decisions are depicted in Fig. 7 ({S1, S2, S3, S4, S5, S6}) and can be analyzed to
select the best decision (e.g., additional multicriteria analysis, expert judgment). Note an initial
set of possible composite decisions contained 3000 combinations (5 × 4 × 6 × 5 × 5).
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Table 6. Compatibility

M0

M1

M2

M3

M4

L0 L1 L2 L3

3 2 1 3
2 3 2 1
1 2 3 2
2 3 3 3
3 3 1 3

Table 7. Compatibility
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U0 U1 U2 U3 U4 T0 T1 T2 T3 T4

2 2 2 2 3 3 2 2 2 2
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3 2 1 2 3 1 2 1 2 2
3 1 1 2 1 2 2 1 2 2
1 3 2 3 2 3 1 2 2 1

2 1 1 2 3
1 2 1 3 1
1 2 1 3 1
1 3 3 1 1
3 1 2 2 1

Fig. 6. Space of system quality for B
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3.4. Bottlenecks and Improvement

It is reasonable to consider additional technological system problems ([8], [10]): (a) revelation
of ”bottlenecks”and (b) improvement of the obtained solution(s). For example, let us examine
composite DAs for B (Table 8). A set of improvement actions (operations) is obtained (Table 8,
improvement actions for DAs or IC are denoted by symbol ⇒ ).

4. CONCLUSION

In the paper, the combinatorial hierarchical approach to the composition of components in the
design of GSM system has been described. The material has a preliminary character. Clearly, it
is reasonable to consider the following future research directions: 1. extension of the considered
architecture for GSM system and examination of real-world applications; 2. analyzing some issues
of system improvement, adaptability and upgrade-ability; 3. consideration of multi-stage design
or design of a system trajectory; and 4. usage of fuzzy set approaches and AI techniques.
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Fig. 7. Designed GSM network (priorities of DAs
are shown in parentheses)

x S = A ? B
S1 = A1 ? B1 = (M3 ? L1) ? (V4 ? U0 ? T4)
S2 = A1 ? B2 = (M3 ? L1) ? (V4 ? U3 ? T1)
S3 = A1 ? B3 = (M3 ? L1) ? (V0 ? U4 ? T0)
S4 = A2 ? B1 = (M3 ? L3) ? (V4 ? U0 ? T4)
S5 = A2 ? B2 = (M3 ? L3) ? (V4 ? U3 ? T1)
S6 = A2 ? B3 = (M3 ? L3) ? (V0 ? U4 ? T0)
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L1(1)
L2(2)
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M0(2)
M1(3)
M2(3)
M3(1)
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Table 8. Bottlenecks and improvement actions

Composite DAs Bottlenecks

DAs IC

Actions
w/r

B1 = V4 ? U0 ? T4

B2 = V4 ? U3 ? T1

B2 = V2 ? U3 ? T1

B3 = V0 ? U4 ? T0

2 ⇒ 3
2 ⇒ 3
2 ⇒ 3
2 ⇒ 1

(V4, T4)
(V4, U3)
(V4, T1)

U4
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